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NUMERICAL APPROXIMATION OF OPTIMAL CONTROL
PROBLEMS CONSTRAINED BY DYNAMIC EQUATIONS VIA
GALERKIN METHOD

MATTHEW FOLORUNSHO AKINMUYISE*, AKINWUMI SHARIMAKIN,
AND ILESANMI FAKUNLE

ABSTRACT. The research investigates the application of the Galerkin method
to optimal control problems constrained by coupled dynamic equations. These
constrained problems are reformulated into unconstrained ones using the Hamil-
tonian approach, which facilitates the determination of boundary conditions
for both the state and costate variables. By assuming a polynomial solution,
the weighted and residual functions were derived. The Orthogonality of the
product of these functions leads to the formation of a system of linear equa-
tions. Solving these equations provides the solution for the boundary condi-
tions through direct substitution. This scheme was developed for the Lagrange
form of optimal control problems to assess its accuracy in approximating exact
solutions. Several optimal control problems with known exact solutions were
solved using the proposed scheme, and the results were compared to evaluate
its effectiveness.

1. INTRODUCTION

The objective of numerical optimization is to develop a numerical method that
will be taylored towards certain classes of problems (since there is no unique
method that can solve all optimization problems) in order to find an approxi-
mate solution to some physical problems by using different numerical techniques
most especially when the analytic solutions are difficult or not available. Some
physical problems that arise from optimal control problems (OCP) are expressed
in terms of ordinary differential equations ([5]) due to its dynamic nature and
many researchers have used numerous numbers of methods to solve this special
class of problems. Akinmuyise et al [4] combined the classical method with the nu-
merical algorithm of Euler by embeddeding each of the boundary conditions from
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the Hamitonian into the algorithm of Euler and allowed the system to undergo
its iteraive process until the gradient norm of the objective fuction approaches
specified criterion. The variational methods as described in [21] and referenced
in [4] were semi-analytical, employing the calculus of variations to obtain two- or
multi-point boundary value problems with special structures arising from the de-
rivative of the Hamiltonian: H(x(t), U(t), A(t),t) = L(x(t), u(t), A\, t)+ATa— NTb.
The Galerkin method on the other hand has applied to different areas of Math-
ematics and Economics to solve differential equations related problems; for in-
stance, [14] applied the Galerkin method to find the numerical solution of an
integro-differential equations using fourth kind shifted chebyshev polynomials as
basis functions to transform the integro-differential equations into a system of
linear equations which was solved to obtain an approximate solution. [2] ap-
plied Galerkin method to second order ordinary differential equations with mixed
boundary conditions by converting the mixed boundary conditions into Neumann
type using secand and Runge-kutta methods, Dokuchaev and Zhou [7], developed
a Galerkin finite element method to solve a partial differential equation, the Black-
D scholes equation arising from pricing European options in which volatility and
dividend considered as variable dependent on the state price. Results evidenced
convergenceof Galerkinfinite element method, and numerical resultrevealed its
appropiateness, efficiency and accuracy.

The scheme combines indirect methods (i.e Pontryagin’s Maximum Principle
[20] as seen in [2 [0l 19]) with the direct methods ,(discretization) by using the
Galerkin method. The state and costate trajectories are discretized by approx-
imating the solution as a linear combination of suitable basis functions and un-
determined coefficients. For instance, If s = qﬁj(t);’il is a basis vector v, a set of
linearly independent functions and any function f(¢) € v can be uniquely written
as linear combination of the basis function

ORI (1)

where ¢; = w;. The Galerkin’s method use a finite number of independant
functions ¢;(t);_, as trial functions [19, 2I]. Let us suppose that the approximate
solution to differential equation: <4 f(t) is p(u) = du(t)+g(t) = 0 on the boundary
A(u) = m where m € [a,b] is in the form:
N
U(t) =y (t) = > _(cwi(t) + wo(t), for i=1,..,N (1.2)
i=1
where vy (t) is the approximate solution, u(t) the exact solution, ¢ a differential
operator, g a given function, w;(t) is the weighted residual which are set of linearly
independent functions called weighted functions and ¢; are unknown coefficients.
The residual R(t;,¢;) = p(t) — (6(u(t) + ¢(t)) and ¢; are determined by the
orthogonal definition

ty
/ w;(t)R(ti, c;)dt =0, forj=1,...,n (1.3)

to
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1.1. Literature Review. Due to the complexity of the algorithmic framework
of this Research and its relationship with other methods, derivation of Lagrange
form of Optimal control problems and brief introduction to the theory of first
order differential equations will be discussed.

1.2. The Lagrange type of Optimal control Problems. Let the system of
a plant be described by the first order differential equation:

@(t) = fla(t),u(t),t) (1.4)
with a bolza form of performance measure
J() = s(2(t) s, + /t " oa(t), ult), t)dt (15)

if s(x(t))|i=¢, = 0 then equation ([L.5) can be written as

() = / "o (), ult), dt (1.6)

to

Transformation of constraints equation ([1.4)) and (|1.6) to unconstrained one via
Lagrange Multiplier method, give:

10 = [ o0+ [N O @000 - i 1)
According to [4], equation ([1.7)) can be written in Lagrange form as
/t 7 L(a(t). u(t), A1), £)dt (1.8)

where ((1.8) can be defined as

tr
/ L(x(t), u(t), A(t), t)dt = v(x(t), u(t), AM(t), )+ N (0)[f (@(t), u(t), ) = A" ()2 (t)
to
(1.9)
which can be written in Hamiltonian form as H(z(t), u(t), A\(t),t) — X(¢)Tx(t)
According to [22] and [16]. If the objective function is perturbed, ([1.7]) becomes

ty+dty
Jau(+) = / v(x*(t) + 0x(t), u*(t) + du(t), t)dt

to

ty+oty .
/ NC@)[f (2 (t) 4+ 62(t), u* (t) + ult), t) — x*(t) + di(t)]dt

to
tf+5tf
- / Ly(-)dt

to

:/tf Lp(-)dt+/tf+6tf L,()dt E/tf Lp(-)dt—l—/th(-)|ttf(5tfdt

to ty to to

(1.10)
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where L,(-) is the perturbed model of the Lagrange multiplier. if the variational
form of the function in (|1.10))

an=a0) -0 = [ noa— [T soas [ Lo 1Oy - [ 1o

(1.11)
Therefore, the application of (1.11]) to (1.10)) with reference to (1.9)) give

/ " L() = L)t = / "L (1) + S(8), u* (£) + Su(), £) — L (8), " (£), A", t)dt

to to
+ L2 (t), u"(t), A", 1) |1=¢, 0t
(1.12)

According to [24], application of the Taylor series expansion with integration
by part to (1.12)) gives

57 = / 70L0) _ d aL“] Sw(t)]dt + / TOLO st

w(t)  dt 8x( )" u(t) (113)
R 000 ems + L)t

Lemma :Let ¢(¢) and z(¢) be continuous and integrable over a close in-
terval ¢, and t¢; then ftzf g(t)dz(t)dt = 0 at every point over the integral

[t()? tf]'

Applying Lemma to equation (|1.13]) yields
OL(-) d 8L( )

D(0) dt(c‘?m( )= (1.14)
and
(25—8)* —0 (1.15)

where ([1.14) and ([1.15)) are gotten from the first and second part of ([1.13)) using

lemma [1.2]
Finally,

5. 2 L()alimt, Oty + (5 (7;))*5a:(t)|t:tf (1.16)

5l’f = (SiL'tf + j:\t:tfétf = 537tf + (l’*(t) + 5i'|t:tf)5tf ~ (S.Z'tf + (i(tf)*)&ff (1.17)
substituting (1.17)) into ((1.16)), we have

aL( )

Simplication of ([1.18)) give
oJ = L() [gj(t ( )] |t tfétf + [Bz(t ] |t tf((s‘rf

If 6J =0 in (1.18) which is regarded as necessary condition, then

L=t (0 — 2(tf))0t g (1.18)
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07 % L) = [ b0yt + (G Mg (O =0 (119
where
L(-) = H(x(t),u(t), A(t),t) + gj—gt))x(t) + ag—i) — M ()a(t) (1.20)

Using (1.18) in (1.14),(1.15) and (1.19)) From (1.14)) we have

O TG0, u(0) M0). 1) + X (1) 1+ ) ey
4 lH (1), <>,A<> )+ 205(1) + 20 \T()i (1)
dt[ i (t) ]

If f(x(t),y(t), 2(t)), is a multivariate function of z, y and z then the application
of chain rule give [?]

(1.21)

(ZAQF of() Of()
CH0) = (%(t) (1) + SLi0) + SEA (1.22)
Apphcatlon of (1.22)) in glve
ax() F dt[ t ()] where 1.21,2;8 and agg-) can

be ertten comblnely as d s( )
from our last equation, We have

Equation is called the co-state equation and free from & () Also from
OL(), _ OL(), _ OH()
Gu) ="~ Gun = un

where L(-) remain as defined in ({1.20))
The similar version of (1.23) which is

)y =0 (1.24)

@20, = i) (1.25)

Equation ([1.25)) is called the state equation if the system is express in state pace
form.

Finally, the boundary condition (1.19) can be written in Hamiltonian form as

H PG V=N 00~ ~NOROL ety B+ 5=

(t)]ele—t, b = 0
(1.26)
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Therefore,

[H(:) + %(St)]*h:tfétf + [85—(575) — A(t)]sle=t, 05 =0 (1.27)

if equation ([1.23)) to (1.25)) and (1.27)) are solved, we get our trajectory z(t) and

the control input u(¢) which minimizes the performance measure( or performance

index) (|1.5)

" (), ) ().
OH (z;(t), u(t), \i(t),t :
— L T T =\t 1.29
s (v (1.29)
(1.28) and (|1.29)) are are referred to as the state and co-state equations respec-

tively

2. MATERIALS AND METHODS
Consider an optimal control problem of the type

minimizeJ = / f[SBT(t)PSB(t) +u” (#)Qu(t)dt

(zyu,\) to
subject to Zi(t) = f(xi(t), wi(t), 1)
where P is a positive definite matrix @ =1, (2.1)
Applying the Hamiltonian function give

H(x(t), u(t), A1) = @i ()Pry(t) + i (t) Rua(t) + A [f (wi(t), wilt), )] (2.2)
Aplication of equation , and to yields

S — wr i+ T 0, 0.0 = 23)
aH() o \ T . T .
Tl —Ni(t) = z; ()P (t) + N [f(2:(8), ui(2),t)] (2.4)
and
OH(-) .  iTress
o) Gt = A @), wil), )] (2.5)
For simplicity, and can be written as
;i (t) = apx;(t) + arAi(t) (2.6)
and

Ailt) = Bowi(t) + Bihi(t) (2.7)
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Asumme polynomial solutions of order two for (2.6) and (2.7)) i.e the state and

costate equations, with their imposed boundary conditions (BC) to get Let

x;i(t) = Z apt” = 29 + ap(—to +t) + apsr(—12 + 1) for x;(ty) = 2V and
k=1

Ai(t) =) bpth = N0+ b(—to + 1) + b (15 + £7) for Ai(ty) = A
k=1

where w, = w;, = (—to+1t) and wy =w, = (=5 +¢7) (2.8)

Total decretization of (2.6 and (2.7]) and the residual functions for both the state

and the co-state equations yields

Rw = ar + 2ak+1t + Oé()(lkto + aoak+1t(2) + Oélbkto + Oflbk+1t(2) - ozoakt

— apapi1t” — arbpt — anbyat® — agzy — agA) =0

similarly Z
Ry = by, + 2bji1t + Boarto + Boarr1ty + Bibito + Bibrs1ty — Boat
— Boarsat® — Pibit — Bibriat® — Box) — fLA) =0 (2.9)
where R, and R, are the residual functions for the state and the co-state respec-

tively.
The weighted Residual integral for both yields

/ Y [Ra (]t = 0 (2.10)

to

/tf [Ry(t)w} ]dt =0 (2.11)

to
Solving (2.10) and ([2.10)) yielded system of linear equations with solutions:
A = V1, Apq1 = U2, by = vz and by = vy
Substituting these values in into the assumed solutions in (2.8 to get

zi(t) = 20 + v (—to + ) + va(—t2 + 12)

2.12
() = N+ vg(—tg 4 t) + vg(—t2 + 12) (2.12)

3. RESULT

In this section, three optimal control problems labelled problem 3.1, 3.2 and
3.3 with an imposed initial conditions, solutions in tabular form to the itemized
problems labelled table 3.1, 3.2 and 3.3 which were compared with their semi
analytic solutions (generated using Mathematical program) were presentated
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Presentation of Problem 3.1
minim%zeJ =0.5 fol [T (t)pz(t) + uT (t) Ru(t))dt

(2 u,\
subject to 71(t) = xo(t)
[L’Q(t) = —T (t) + 2$$2(t) + U(t)
21(0) = 0.2,29(0) = 0.1, A\ (1) = 0, A\p(1) = 0.01,

R=1,®)= (2 )

= (7 2),0§t§1

Analytical solutions to problem 3.1
a1 (t) = —0.0963707¢ 338587 (0-628052 _9 995482 757821) (), 138998101392 —().(0108414¢51436%¢)
(1) = 0265773338587 ((0.628052t_() 6662356275782 10,0316547¢*01392¢10,0108414¢6-14365¢)
A1(t) = 0.900102¢ 338587t (£0-628052 () 719547275782 (). 212772101392 —(.00308761 514365
Ao(t) = 2.33625¢ 338987t (06280520 _() 1570126275782 1().0213483¢ 01392 —().0009 748465143681 )

Galerkin’s solutions to problem 3.1

z(t) = 0.2 — 25t

zo(t) = 0.1 — 5t
(

M) = —3B(=1+1t) X(t) =0.01 — D2 (-1 +¢)

1200 1200
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Table 3.1 : Numerical solution of problem 3.1

t-values | Methods | x7(t) x5 (t) i (t) A5 (t) u*(t) |H (x*, u*, \*)|
t=0.1 | Num 0,196964 | 0.0400202 1.05975 0.80575 -0.402875 | 0.095213
Exact 0.207265 | 0.0481822 1.08381 1.47878 -0.739391 | 0.0650569
Error 0.0301561
t=0.2 | Num 0.193929 | 0.0300403 0.94200 0.717333 | -0.358667 | 0.093991
Exact 0.210139 | 0.00114732 | 0.867743 | 1.07487 -0.537436 | 0.0650569
Error 0.0289341
t=0.3 | Num 0.190893 | 0.0200605 0.824250 | 0.628917 |-0.314458 | 0.071864
Exact 0.209943 | -0.0137136 | 0.692394 | 0.77261 -0.386305 | 0.0650569
Error 0.0068071
t=0.4 | Num 0.187857 | 0.0100806 0.706500 | 0.540500 |-0.270250 | 0.488339
Exact 207691 | -0.030041 0.547882 | 0.547167 |-0.273584 | 0.0650569
Error 0.016223
t=0.5 | Num 0.184821 | 0.000100806 | 0.58875 0.452083 |-0.226041 | 0.00490008
Exact 0.204165 | -0.0394544 | 0.426607 | 0.379663 |-0.189831 | 0.0650569
Error 0.0549416
t=0.6 | Num 0.181786 | -0.00987903 | 0.471000 | 0.363667 |-0.181833 | 0.0690589
Exact 0.199984 | -0.0433339 | 0.322671 | 0.255713 |-0.127857 | 0.0650569
Error 0.004002
t=0.7 | Num 0.178750 | -0.0198589 | 0.353250 | 0.275250 |-0.137625 |0.0472245
Exact 0.195651 | -0.0426022 | 0.231442 | 0.164326 |-0.082163 | 0.0650569
Error 0.0078324
t=0.8 | Num 0.175714 | -0.0298387 | 0.235500 | 0.186833 |-0.0934167 | 0.0356594
Exact 0.191599 | -0.0377978 | 0.149215 | 0.0970525 | -0.0485263 | 0.0650569
Error 0.00306231
t=0.9 | Num 0.172679 | -0.0398186 | 0.117750 | 0.0984167 | -0.0492083 | 0.03013131
Exact 0.188220 | -0.0291186 | 0.0729405 | 0.0473352 | -0.0236676 | 0.0650569
Error 0.0348893
t=1.0 | Num 0.169643 | -0.0497984 | 0.00 0.01 -0.005 0.0616792
Exact 0.185908 | -0.0164391 | 1.6787 ' |0.01 -0.005 0.0650569
Error 0.0033777

Presentation of Problem 3.2

minimizeJ =
(z7u7A)

subject to

/0 & (#)pa(t) + uT (¢) Ru(b)dt
Eo(t) = —21(t) — 3wa(t) + u(t)

ZEl(O) = 02,1‘2(0) = 01, )\1(1) = 0, )\2(1) = 001,

1
R— ,(P):G i),ogtgl
2
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Analytical solutions to problem 3.2
x1(t) = —0.44566¢ 241421t (¢t
To(t) = 0.630258¢ 241421t (¢t

M F AKINMUYISE, A. SHARIMAKIN, AND I. FAKUNLE

—1.33098¢141421 () 0614185¢>414211 () 0563781652543t
—0.941142¢"414211.0.0434294¢> 414211 4-0,0563 781552543

A1 (t) = 0.44566e~ 241218 (1 €' 4-1.33098¢!- 41421 — (). 184255341421 (). 0563781 £3-828431)

Ao (t) = 0.891319e 241421 (b - 1.15417 % 10~ 15e!41421 4 4.39259 + 10~ 17341421 —

0.0563781¢3-82843)

Galerkin’s solutions to problem 3.2
ri(t) = 0.2 + 13534

19880

zo(t) = 0.1 + 229

(t)
Ai(t) = 127177580< 1 +1)
Ao(t) = — g (—1+1t)
Table 3.2 : Numerical solution of problem 3.2
t-values | Methods | (%) x5 (t) i (%) A5 (%) u*(t) |H (x*, u*, \*)]|
t=0.1 | Num 0.206805 | 0.102717 | 0.690211 0.783435 |-0.391717 | 0.154034
Exact 0.209021 | 0.0816071 | 0.803910 0.715841 |-0.357945 | 0.154523
Error 0.000489
t=20.2 | Num 0.213611 | 0.105434 | 0.613521 0.697497 |-0.348749 | 0.168257
Exact 0.216545 | 0.0699264 | 0.687872 0.605055 | -0.302527 | 0.154523
Error 0.007734
t=0.3 | Num 0.220418 | 0.108151 | 0.536831 0.611560 |-0.305780 |0.173475
Exact 0.223204 | 0.06418 0.581752 0.50634 -0,25317 0.154523
Error 0.008952
t=04 | Num 0.227223 | 0.110868 | 0.460141 0.525623 |-0.262812 | 0.490492
Exact 0.229558 | 0.0637541 | 0.483992 0.417769 |-0.208884 | 0.154523
Error 0.005969
t=0.5 | Num 0.234029 | 0.113585 | 0.383451 0.439686 |-0.219843 | 0.499238
Exact 0.236116 | 0.0681822 | 0.39317 0.337567 | -0.168784 | 0.154523
Error 0.007853
t=0.6 |Num 0.240835 | 0.116301 | 0.306761 0.353749 |-0.176874 | 0.472077
Exact 0.243345 | 0.0771304 | 0.307975 0.264128 |-0.132064 | 0.154523
Error 0.007554
t=20.7 | Num 0.247641 | 0.119018 | 0.230070 0.267812 |-0.133906 | 0.480738
Exact 0.251686 | 0.0903873 | 0.227186 0.19598 -0.0979900 | 0.154523
Error 0.006215
t=0.8 | Num 0.254447 | 0.121735 | 0.153380 0.181874 |-0.0909372 | 0.467217
Exact 0.261563 | 0.107855 | 0.149654 0.131758 | -0.0658792 | 0.154523
Error 0.012694
t=0.9 [ Num 0.261253 | 0.124452 | 0.0766901 | 0.0959372 | -0.0479686 | 0.448562
Exact 0.273397 | 0.129545 | 0.0742792 | 0.0701762 | -0.0350881 | 0.154523
Error 0.005961
t=10 | Num 0.268058 | 0.127168 | 0.000000 0.010000 |-0.005000 |0.424771
Exact 0.287616 | 0.155573 | 7.08 * 10~7 | 0.010000 |-0.005000 | 0.154523
Error 0.009752




LAGIMA-2024/02 UNILAG JOURNAL OF MATHEMATICS AND APPLICATIONS 79

Presentation of Problem 3.3

Mggzn}%ze J= fo [T (t)px(t) + uT (t) Ru(t))dt
subject to T (t) = 2a5(t)

o(t) = —z1(t) — 3952( )+ u(t)

21(0) = 0.2, 2(0) = 0.1, Ay (1) = 0, Ao(1) = 0.01,
R=1,(P) = ((1) g) 0<t<?

Analytical solutions to problem 3.3
z1(t) = —0.376314e 355765 (1199350 __1 52792235829 _() 0044612¢* 757 +0.0002112655-91594)
() = 0.44373¢ 355765t (119935 _() 7766956233529t 1 (). 00226882¢ 1757 —0.00021 12655915941
A1(t) = —0.396799e 3557651 (1199851 _9 92251235829 1().0318776e* ™7 —0.00141341¢>915941)
Ao(t) = 0.183141 335765 (1199358 1) 500877235829 _(,0645023¢ 4757 4-0.00635373¢91594)

Galerkin’s solutions to problem 3.3
xl()_02_ 3612t

77375
T2 (t) =0.1— 65179206010t

Ai(t) = 36099953090( 1+1)
Ao(t) = 0.01 — 25 (—1 + ¢)
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Table 3.3 : Numerical solutions of problem 3.3

t-values | Methods | 7 (¢) x5 (t) i (t) A5 (t) u*(t) |H (x*, u*, \*)|
t =0.25 | Num 0.183328 |0.0768923 | 0.329546 0.113796 | -0.0568978 | 0.0420971
Exact 0.219260 |-0.0008093 | 0.417316 0.155685 | -0.0778426 | 0.0050363
Error 0.0370608
t=0.5 | Num 0.166656 | 0.0537845 | 0.282468 0.0989677 |-0.0494838 | 0.0290336
Exact 0.20258 -0.0512112 | 0.3409 0.0889485 | -0.444743 0.0050363
Error 0.0239973
t=0.75 | Num 0.148884 | 0.0306768 | 0.235389 0.0841387 |-0.0420699 | 0.0166864
Exact 0.173255 |-0.0625855 |-0.0231648 |-0.0231648 | 0.0050363 | 0.0116501
Error 0.0050363
t=1.0 | Num 0.133312 | 0.00756801 | 0.188312 0.0693118 | -0.03465589 | 0.00872235
Exact 0.14235 -0.0599554 | 0.192223 0.0180762 | -0.00090381 | 0.00503631
Error 0.003686
t =1.25 | Num 0.116639 |-0.0155387 | 0.141234 0.0544838 | -0.0272419 | 0.00514114
Exact 0.114604 |-0.0509672 | 0.130173 -0.0006239 | 0.00031199 | 0.0050363
Error 0.00010484
t=1.5 | Num 0.0999677 | -0.0386465 | 0.0941559 0.0396559 | -0.0198279 | 0.00594326
Exact 0.0915591 | -0.0412557 | 0.0772087 -0.010886 | 0.00544302 | 0.0050363
Error 0.00090696
t=1.75 | Num 0.0832956 | -0.0617542 | 0.0470779 0.0248279 |-0.0124139 | 0.00111283
Exact 0.0731524 | -0.0326933 | 0.033306- -0.0100214 | 0.00501071 | 0.0050363
Error 0.003908
t=2.0 | Num 0.0666236 | -0.0848619 | 0.00000 0.01000 0.0206964 | 0.0080029
Exact 0.0584328 | -0.0267325 | —2.8 * 10715 | 0.01 -0.005 0.0050363
Error 0.00296666

4. DISCUSSION

The tables show that the values of states and costates for both numerical and
analytical solutions are generally similar. However, there are slight variations
in the values of x5 for Problems 2 and 3, indicating that the Galerkin method
results in xy changing more rapidly than the solution generated by Wolfram
Mathematica. Additionally, the objective function values for the solutions pro-
duced by Wolfram Mathematica were consistent across all three tested problems.
This supports the notion that while optimal paths may vary, optimal values re-
main constant. As ¢ (time) changes, the performance measures from the Galerkin
method exhibit slight discrepancies compared to those from the analytical solu-
tions, but with minimal error. The costate values at the terminal points for both
the Galerkin method and the analytical solutions provided by Wolfram Mathe-
matica were identical, suggesting that at the terminal points, the Galerkin method
approximated the exact solution (produced global solutions) and provided local
solutions along other paths during the search procesdure.
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5. CONCLUSION

The paper proprosed an Embedding Galerkin method for numerical solution of
optimal control problems. Basically, control problems can be solved by different
approches which include: the direct method, indirect method and the operator
based methods. The three methods have their strengths and weaknesses. The
direct mehods is faster but may not be suitable for problems with random con-
ditions or uncertainties, as it assumes deterministic inputs; The indirect method
find an optimal solution by satisfying optimality conditions and provide results
with high accuracy but the boundary value problems is often extremely difficult
to solve for problems that span large time intervals or problem with interrior
point constraints; Lastly, the operator based method overcame these two dis-
advantages of both direct and indirect method of solution but very difficult to
develop and execute as it requires many inter-related theorems and also selective
in its convergernce.

This paper focuses on combinations of the direct and the indirect method of so-
lution to develop a better numerical method that will overcome the disadvantages
of both methods. concentration was on the discretization of boundary conditions
from the indirect method (i.e The state and the co-state equation) using the
Galerkin method of solution with the objective of increasing the applicability
and competitivenesss of the Galerkin method in comparison with other numeri-
cal methods. The contribution of the paper is to reduce the dominant limitations
of the indirect method by employ a self starting method which is stable and
easy to implement. Although, Galerkin’s method is has computational cost and
memory requirement due to its higher-order polynomials and numerical fluxes
but demonstrate high level of robustness and reliability as it showed x*(t) as a
through trajectory whose curve with respect to ¢ can be sketched but exhibited
the disadvantage in that it requires more computer time or many computations
before solution is achieved, while the Galerkin method is not only simple but also
popular in the finite element method since it offers ease of implementation due
to some weight and trial functions.

Abbreviations:
H(z*,u*;X\*(t)): The value of the modified Objective functional or Hamiltonian at optimal point
u*(t): The optimal value of the control variable at optimal point.
x*(t): The optimal value of the state variable at optimal point.
A*(t): The optimal value of the co-state variable at optimal point.
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