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MARKOV SWITCHING DYNAMIC REGRESSION MODEL: APPLICATION TO 

FINANCIAL DATA 

 

ROSEMARY UKAMAKA OKAFOR* AND JOSEPHINE NNEAMAKA ONYEKA-UBAKA 

 
ABSTRACT.   Hidden Markov Models are used to study occurrences where a 

portion of the phenomenon is observable while the rest is unobservable. The model 

consists of two sets of random variables, namely, unobservable and observable 

random variables. Markov models are usually used to model the unobservable 

variable part of the hidden Markov model; a time-series regression model is used to 

model the observable part of the model. Then, the two random variables produce a 

regime-switching model known as the Markov-switching dynamic regression model 

with a distinct probability distribution. The parameters of this resulting model can 

be estimated using the maximum likelihood estimation method, and the 

characteristics of the regression model vary with the presiding regime of the model. 

The regression objective of this work is to explain the variability in the Nigerian 

monthly inflation rates using the variability in the average monthly United States 

dollar exchange rates. The correlation between the two datasets is determined using 

the least squares regression model and the Markov switching dynamic regression 

model. The Markov switching regression (Regime 2) model represents the high-

variance regime. It explains the regression objectives more than the OLS regression 

model, as shown in the results. Consequently, it shows that when the Markov state 

model is in the high variance regime, Nigeria's economy shows a recession. The 

results depict that the regime-switching model outperformed the single regime 

model in capturing the properties of the data from the comparative analysis. 

 

1. INTRODUCTION 

 

A hidden Markov model (HMM) is a stochastic process with two random variables: the 

unobservable state sequence and the observable sequence of independent random variables. 

HMMs are used to study occurrences where a portion of the phenomenon is visible while the rest 

is invisible. The observed part is to be used to estimate the effects of the unobserved part. Markov-

switching models are excellent for series that transition over a finite set of unobserved states, which 

allows the process to evolve differently in each state. This transition is assumed to follow a random 
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Markov process, where both the timing of the transition from one state to another and the intervals 

between the changes are also random processes. 

Hidden Markov Models, also known as Markov Regime Switching Models, are widely used tools 

for modeling sequences of dependent variables. For more details on Markov switching models, 

see Chung-Ming [1], Jurafsky and Martin [2]. Researchers in different disciplines have utilized 

Markov regime-switching models in their works: Mor et al. [3] provide a comprehensive 

description of research on hidden Markov models and their applications. Pomorski and Gorse [4] 

proposed an approach that combines the two-state Markov switching regression with an adaptive 

moving average. Kartal et al. [5] explore the regime-switching effect of the pandemic on Turkey's 

stock market index. Zivkov et al. [6] examine the impact of oil price changes on inflation in eleven 

central and eastern European countries using a wavelet-based Markov switching approach. 

Tesfamichael and Shiferaw [7] use the Markov-switching (MS) approach to predict the 

Normalized Difference Vegetation Index (NDVI) at a biome spatial scale. Costa and Kwon [8] 

introduce a Markov regime-switching framework for risk parity optimization. Alvarez et al. [9] 

present a statistical theory that offers asymptotic approximations for single inferences of filtered 

and smoothed probabilities from time series characterized by Markov-switching dynamics. 

Carstensen et al. [10] utilize a Markov-switching dynamic factor model based on six leading 

business cycle indicators specific to Germany. Moutinho et al. [11] examine the relationship 

between energy commodity prices and wholesale electricity prices in the Iberian electricity market.  

Kim et al. [12] delve into the mixture of quantile and Markov-switching regression, with the 

resultant model offering flexibility in handling structural or time-varying parameter models. 

Stillwagon and Sullivan [13] study Markov switching models of exchange rates, taking a data-

driven approach to identify the number of regimes rather than assuming a fixed number.  Hwu et 

al. [14] study an N-regime Markov-switching model that incorporates an endogenously determined 

latent state variable influenced by the disturbance term within the model itself. Adam et al. [15] 

introduce a new class of adaptable latent-state time series regression models that offer greater 

flexibility than traditional Markov-switching regression models. Rahman et al. [16] show the 

relationship between financial development and economic growth in Pakistan using the Markov 

Switching Model. Anser et al. [17] investigate the relationship between air pollutants and COVID-

19 cases in 39 highly impacted countries using a Markov switching regime regression model and 

an innovation accounting matrix. Shah et al. [18] employ advanced econometric methods and 

Markov switching regression to examine the effect of COVID-19 on renewable electricity 

generation in Denmark. Degras et al. [19] propose new statistical techniques for computational 

challenges in Markov switching models. 

This paper describes an approach with a hidden Markov model applied to occurrences where a 

portion of the process is observable or visible while the rest is unobservable or hidden. This 

approach assumes that the dependence between the observed and unobservable variables 

corresponds to a linear model. A Markov-switching dynamic regression (MSDR) model is the 

resultant model when a regression model is used to simulate the observable variable and a regime-

switching Markov model to simulate the unobservable variable. The switch in the regimes is a 

non-observable latent variable, and the visible variable is conditioned on it, which results in 
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different sets of parameters for each state. A case where the observations are assumed to be finite 

discrete variables and switching of regimes or states is allowed, which gives a discrete probability 

density within each state, is adopted. The parameters of the MSDR model were estimated using 

the maximum likelihood estimation (MLE) method, and the dissection of the maximum likelihood 

estimation method for the Normal probability distribution density was analyzed. In a statistical 

model, parameter estimation involves determining the optimal values of the parameters of the 

population distribution under the assumption that the model is a descriptive mechanism that creates 

data with unknown parameters. The MLE approach described the optimal values of the transition 

probabilities and the regression coefficients that would maximize the joint probability density of 

modeling the data set. The Nigerian monthly inflation rates and the average monthly USD 

exchange rates represent the data set. The regression goal is to explain the variance in inflation 

rates using the variability in USD exchange rates. The correlation between the two data sets was 

determined using the least squares regression model and the Markov switching dynamic regression 

model. The parameters of the Markov switching regression model were estimated using the 

maximum likelihood estimation method, and comparisons were made between the models using 

best-fit statistics.  

 

2. MATERIALS AND METHODS 
 

      

A hidden Markov model is a stochastic non-linear time series model in which the system assumes 

a Markov process with unobserved states. This model involves different equations that characterize 

the time series dynamics in different regimes. The model can capture more complex dynamic 

patterns by enabling transitions between states. The dominant characteristic of the Markov 

switching model is that the switching mechanism is to be controlled by an unobservable state 

variable that follows a first-order Markov chain.  

The effect of the unobserved part of the hidden Markov model is estimated using the observed 

portion of the process. Consequently, it represents a mixture of two random processes: the 

observable random variable for the visible part and the hidden random variable for the unobservable 

part. A time series regression model is used to model the unobserved process, while a Markov 

model is used to model the unobserved portion of the process. 

2.1  Hidden Random Variable  

 

Using a regression model that is a mixture of two random variables: the observable random variable 

𝑦𝑡, used to represent the observable pattern at each time step t and a hidden random variable 𝑆𝑡 

which is assumed to change its state or regime. Since the observed pattern is affected each time the 

regime changes, therefore, a change in the value of 𝑆𝑡 affects the mean and the variance of 𝑦𝑡. 
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Let’s assume a two-regime Markov process characterized by the hidden random variable St in this 

work. St is a hidden random variable because the point it changes its regime is unobservable and 

influences the observed trend which is characterized by the random variable 𝑦𝑡. 

The study explains the variability in the monthly inflation rate in Nigeria using the average 

monthly United States dollar exchange rate. The analysis utilized the least-squares regression 

model and the Markov-switching dynamic regression model. The latter, particularly in Regime 2, 

explains the regression objectives better than the ordinary least squares regression model. The 

results show a recession in the economy when the Markov state model is in the high-variance 

regime. The conclusion drawn from the results indicates that the regime-switching models, 

especially in capturing the properties of the data, mostly outperform the single-regime models, as 

was proven by many authors in the literature. The work suggests incorporating regime-switching 

dynamics in explaining the relationship between inflation and exchange rates. 

 

2.1.1  The State transition probability    

The state transition probability P, is the probabilities of transition to the next state which are 

conditional upon the current state. 

The state transition probability of a 2-state Markov process in matrix form can be expressed thus: 

 

    P =   
𝑃11 𝑃12

𝑃21 𝑃22
      =    

𝑃11 1 − 𝑃11

1 − 𝑃22 𝑃22
 

                              

2.1.2  The state probability vector 

The state probability vector {𝜋𝑡} is the unconditional probability of being in a certain state at time 

t. For the 2-regime Markov random variable, the state probability distribution 𝜋𝑡is given by the 

following 2-element vector: 

𝜋𝑡 = P(𝑆𝑡=1), P(𝑆𝑡 = 2). 

 

If the initial probability distribution for 𝑆𝑡 is taken as 𝜋0, then 𝜋𝑡  is 

 𝜋𝑡 =𝜋0𝑃𝑡                                                                                                                                   (2.1)                                                            
                  

 

2.2  Observable Random Variable  

Let the regression model for the observed variable 𝑦𝑡  be: 
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𝑦𝑡 = �̂�𝑡  + εt    ,   εt ~ N(0, 𝜎2)                              (2.2)                                                                                                              

where �̂� is the regression model’s prediction of the observed at time t and εt is the random error.  

The equation above means that the observed 𝑦𝑡 at any time t, is the sum of the modeled mean  �̂�𝑡  or 

predicted mean  and the residual error εt provided the Least squares regression assumptions hold, 

which is that the variables have an additive relationship with each other, the residual error εt is 

normally distributed with zero mean and the data have constant variance σ² (homoskedastic). 

Since �̂�𝑡  is the predicted value of the regression model, �̂�𝑡 is the link fuction denoted as η(.) which 

specifies the link between the random and the systematic components. From the Generalized 

Linear Model, It indicates how the expected value of the response, E(𝑦𝑖) = 𝜇𝑖 relates to the linear 

combination of explanatory variables 𝐗ʹ
𝑖𝛃. See Sachin [20]. 

 

The link function η(𝑋𝑡, �̂�) is the identity link function  η(.) =  �̂�𝑡, for classical linear regression 

models of continuous outcomes with normal distribution, where 𝑥𝑡 is the regression variables and 

the vector, �̂� is the fitted coefficients, thus:  

 

�̂�𝑡 = 𝑥𝑡  . 𝛽 ̂                   (2.3) 

where �̂�𝑡= �̂�0 + �̂�1 𝑥1𝑡 +  �̂�2𝑥2𝑡  + ⋯ +  �̂�𝑚𝑥𝑚𝑡

                                                                                                                                                                                                                               

Then, 𝑦𝑡 = 𝑥𝑡  . �̂� +   εt                     (2.4)                                                                                                               

             

If 𝑦𝑡 is assumed to be normally distributed with mean �̂�𝑡 and constant variance 𝜎2. Then, the 

probability density function of the observed, 𝑦𝑡 is thus: 

f (Y = 𝑦𝑡| X = 𝒙𝒕 ; �̂� ) = 
1

√2𝜋
 𝜎 𝑒−

 1

2
   (

𝑦𝑡 – �̂�𝑡 

𝜎
)
2

                 (2.5)                                                                                           

The above equation reads that the probability density of the observed 𝑦𝑡 at time t, conditioned upon 

the regression variables vector 𝒙𝒕 and the fitted coefficients vector �̂� is normally distributed with a 

constant variance 𝜎2 and a conditional mean �̂�𝑡 . To show how the modeled mean �̂�𝑡 and variance 

𝜎2 of the visible random variable 𝑦𝑡 are influenced by the hidden Markov process 𝑆𝑡, the two 

random variables is combined to obtain a Markov switching dynamic regression model. See Sachin 

[21] for details. 
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2.3  Markov Switching Dynamic Regression (MSDR) model 

A Markov switching model is constructed by combining two or more dynamic models using a 

Markovian switching mechanism.  

Let’s define the regression model as: 

𝑦𝑡 = �̂�𝑡𝑆𝑡
 +  𝜀𝑡                           (2.6)                                                                                                                               

Where the predicted mean of the model, �̂�𝑡 changes depending on particular state the underlying 

Markov process variable 𝑆𝑡 is resident, at time t. The predicted mean �̂�𝑡𝑆𝑡
 can also be expressed as 

the output of the identity link function η(.): 

 �̂�𝑡𝑆𝑡
 = η(.)                                                                                                                   (2.7) 

          

For this model, since there is one regression variable, the link fuction η(.) is thus: 

�̂�𝑡𝑆𝑡
= η(.) = 1 . [�̂�0𝑆𝑡

] =   �̂�0𝑆𝑡
                            (2.8)                                                                                                              

where 1 is the identity matrix. 

If it is assumed that the Markov process operates over the set of k states [1,2,3,…j,…,k], then, it is 

expressed as: 

�̂�𝑡𝑗
 = η(.) = �̂�0𝑗

 where 𝑆𝑡 = j                   (2.9)                                                                                                    

The model’s regression equation is therefore written as: 

𝑦𝑡 =�̂�𝑡𝑗
+  𝜀𝑡                              (2.10) 

where 𝑦𝑡 is the observed value, �̂�𝑡𝑗
 is the predicted mean when the Markov process is in state j 

and εt is the residual error of regression.  

For the data set, it is assumed that 𝑆𝑡 switches between two regimes 1 and 2. Thus for �̂�𝑡𝑗
 : 

�̂�𝑡𝑗
 = η(.) = �̂�01

 when 𝑆𝑡 =1 

�̂�02
 when 𝑆𝑡 = 2        
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From the regression’s equation 𝑦𝑡 = �̂�𝑡𝑆𝑡
+  𝜀𝑡,  𝑦𝑡 switches between two means; 𝜇𝑆1  and 𝜇𝑆2  as 

follows:     

𝑦𝑡 = �̂�01
  + εt when St = 1                     (2.11)                                                                 

𝑦𝑡 = �̂�02
 + εt when St = 2                                                 (2.12) 

Thus, the corresponding two conditional probability densities of 𝑦𝑡 are as follows: 

f(Y = 𝑦𝑡 |𝒙𝒕 = 𝟏 ; �̂�  = �̂�01
 ;  𝑆𝑡 =  1 ) = 

1

√2𝜋
 𝜎 𝑒

−
1

2
 (

𝑦𝑡 – �̂�01  

𝜎
)2 

                                       (2.13)                                                      

                 

f(Y = 𝑦𝑡 |𝒙𝒕 = 𝟏 ; �̂� = �̂�02
 ;  𝑆𝑡 =  2) = 

1

√2𝜋
 𝜎 𝑒

−
1

2
 (

𝑦𝑡 – �̂�02
𝜎

)2 
                        ( 2.14) 

But in real application, each observed random variable 𝑦𝑡, is defined by only one probability 

density. Therefore we use the Law of Total Probability to calculate the probability density. The law 

states that if event A can take place pair-wise jointly with either event A1, or event A2, or event 

A3, and so on, then the unconditional probability of A can be expressed as: 

P(A) = P(A|𝐴1)P(𝐴1) + P(A|𝐴2) P(𝐴2) + ...+ P(A|𝐴𝑛) P(𝐴𝑛)                           (2.15) 

Therefore, to calculate the unconditional probability density of observing a specific observed 

state𝑦𝑡 at time t  for the two states, we have: 

f (Y =𝑦𝑡) =  
1

√2𝜋
 𝜎 𝑒

−
1

2
 (

𝑦𝑡 – �̂�01  

𝜎
)2 

P(𝑆𝑡 = 1)  +  
1

√2𝜋
 𝜎 𝑒

−
1

2
 (

𝑦𝑡 – �̂�02   

𝜎
)2 

P(𝑆𝑡 = 2 )         (2.16)  

Equation (2.16) in summation form is thus: 

f (Y =𝑦𝑡 ) = ∑ [(
1

√2𝜋
 𝜎 𝑒

−
1

2
 (

𝑦𝑡 – �̂�0𝑗  

𝜎
)2 

 P ( 𝑆𝑡 = j)]2
𝑗=1                                  (2.17)                                                          

Equation (2.17) is the unconditional probability density of Y under the influence of a 2-state 

Markov model and the probabilities;P( 𝑆𝑡 = 1)andP( 𝑆𝑡 = 2 )are the state probabilities vector 

𝜋𝑡1 and 𝜋𝑡2  of the 2-state Markov process: 
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𝜋𝑡 = [𝜋𝑡1 = P( 𝑆𝑡 = 1), 𝜋𝑡2 = P( 𝑆𝑡 = 2 )]                       (2.18)                                                                                

 

To calculate the state probabilities, assume some initial conditions and use the following equation: 

 

  𝜋𝑡 =𝜋0𝑃𝑡                                                                                                                                                 (2.19) 

 

where 𝜋0 is the assumed initial value at t = 0 and P is the state transition matrix of the 2-state 

Markov process. 

2.4  Estimation of the Model Parameters 

Because it is required to specify the distribution of the underlying population under review, 

parameter values are required. The Maximum Likelihood Estimation (MLE) method, was used for 

the parameter estimation. 

The MLE method selects the parameter values that make the observed data most probable under 

the assumed statistical model. Hence, to determine the model's equation, we find the optimal values 

for the five parameters that maximize the joint probability density of observing the entire data set. 

These variables are: the state transition matrix P which are the transition probabilities 𝑃11 and 𝑃22, 

the state specific regression coefficients �̂�01
 and �̂�02

 and the constant variance 𝜎2. 

Therefore, using the likelihood method to maximize the joint probability density of observing the 

data set. The likelihood function is: 

L(�̂�s; 𝜎2 ; P | Y ) = ∏ 𝑓 (𝐘 =  𝑦𝑡 )𝑛
𝑡=1                     (2.20)                                                                                            

where L(�̂�s; 𝜎2 ; P| Y ) is the likelihood of observing Y, n is the size of data set and f (Y =𝑦𝑡 ) is 

the the probability density of observing 𝑦𝑡 given 𝛽, P. 

But the likelihood function and log likelihood function have their maxima at the same value and it 

is easier to find the maximum of the logarithm of the likelihood. The log likelihood is thus:  

ℓ(�̂�s; σ2 ; P| Y ) =∑ ln( n
t=1 f (Y = 𝑦𝑡 ) )                 (2.21)                                                                                  
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Therefore, for the Maximization Log-Likelihood of the parameters, the partial derivatives of the 

log-likelihood w.r.t. each parameter 𝑃11, 𝑃22, �̂�01
 , �̂�02

 and 𝜎2 are set to zero, and the resulting 

system of equations solved. If regularity conditions are satisfied, the point where the likelihood is 

at maximum is a solution of the equations. 

3. RESULT 

The data sets used for this work are the Nigerian monthly percentage inflation rates and the United 

States Dollar exchange rates from January 2004 to April 2021. The source is the Central Bank of 

Nigeria website, with each variable totaling 208 observations. Part of the data fell into the pandemic 

era, but the devastation was not significant on the Nigerian market, and the effects of COVID-19 

on the economy were negligible. The objective is to check the relationship between the inflation 

rates and the USD exchange rates at the prescribed period, then analyze the variance in inflation 

using the variability in the USD exchange rates. The Markov Switching Model in R was used to 

model the variables. The hidden Markov part of the Markov switching model helped to explain the 

variabilities. See also Ibn [22] for details.  

 

To model the data set, a regression model where 𝑦𝑡, the observable random variable, is the inflation 

rate and St, the hidden random variable, assumed to change its state or regime by switching between 

regimes 1 and 2 is adopted.  

From the regression’s equation 𝒚𝒕 = 𝒙𝒕 . �̂� +   εt , the random variables for the regression model 

are: 

 

Y = Dependent variable (returns of Inflation rates)   

X = Regression variable (returns of USD exchange rates)   

 

3.1 Exploratory Data Analysis 

The descriptive statistics of the two variables and their log returns are in Table 3.1. The time plots 

of the inflation and exchange rates are shown in Figures 3.1 and 3.2, respectively. 
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TABLE 3.1:  Descriptive statistics of the random variables 

 % Inflation Rates %Inflation 

Rates_returns 
Exchange 

Rates(Naira) 
Exchange 

Rates_returns 

Observations 208 207 208 207 

Minimum 3.0 -1.0 118.70 -0.14 

Maximum 28.2 0.5 494.70 0.14 

Mean 12.0 -0.0 227.47 0.00 

Variance 16.7 0.0 13128.47 0.00 

Stdev 4.1 0.1 114.58 0.03 

Skewness 0.8 -1.9 0.93 0.55 

Kurtosis 1.5 17.1 -0.70 4.60 

 

The basic statistics of the time series data of inflation and exchange rates show a non-zero mean 

and a high variance, which indicate non-stationarity for both inflation and exchange rates. 

The time plots of inflation and exchange rates in Figures 3.1 and 3.2 also show non-stationarity. 

Both charts have regions of high and low volatility. These are upward and downward trends, which 

indicate variations over time. The periods of low volatility are designated as Regime 1, while those 

of high volatility are Regime 2 in this work. The ACF plots of the inflation and the exchange rates 

in Figures 3.3 and 3.4 also show non-stationarity of the time series.  
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Thus, to make the process stationary, the time series is transformed to get the log returns of the 

two variables. The statistics of the log returns of the two variables shown in Table 3.1 indicates 

that the means are zero and, therefore, constant. The time-series plot of the log returns also 

confirms stationarity.  

3.2  Regression Analysis 

The regression equation is: 𝑦𝑡 = 𝛽0 + βx + εt 

where 𝑦𝑡 is the change in Inflation rate, 𝛽0 is the intercept and βx is the coefficient of the change 

in USD exchange rate.  

 

TABLE 3.2: Ordinary Least Square regression analysis results 

𝛽 Estimate Std. Error P-Value 

𝛽0 -0.003995 0.009504 0.6747 

βx 0.520168 0.269439 0.0549 

 

Residual standard error: 0.1349 on 205 degrees of freedom 

Multiple R-squared: 0.01786, Adjusted R-squared:  0.01307  

F-statistic: 3.727 on 1 and 205 DF,  p-value: 0.05492 
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From the Ordinary Least Square regression analysis results in Table 3.2, the model’s residual 

standard error is 0.135. The regression equation is: 

 

Change in Inflation = -0.003995 + 0.520168 × change in exchange rates + εt  

 

It shows that when there is a 0.5 unit increase in value in the exchange rate, there is, on average, 

a difference of equal value in the inflation rate. The intercept and slope are the coefficients of 

the fitted model. 

The regression diagnostics to check for the validity of the residual assumptions are in Figure 3.5. 

 
 

   
 FIGURE 3.5: Plots of residuals regression diagnostics  

 

3.3  Markov Switching Model 

 

The time plots of the inflation and exchange rates show regions of low and high variance. To model 

the switches between high and low-variance states, we use a 2-state Markov switching dynamic 

regression model, where state 1 is the low-variance regime while state 2 is the high-variance regime. 

Since the Markov model operates over states [1, 2], the regression coefficients take the form of a 

[(m+1) X k] sized matrix of regression variables, where m is one and k is two in this case.  

Depending on which Markov state or regime, the regression model coefficients will switch to the 

appropriate regime-specific vector �̂�𝑗 from �̂�s. 



LAGJMA-2023/                   UNILAG JOURNAL OF MATHEMATICS AND APPLICATIONS                          47 
 

 

The MSDR model’s equation is thus: 

 𝑦𝑡 = �̂�𝑡𝑗
 + �̂�s  + 𝜀𝑡𝑗         

 where �̂�𝑡𝑗
 = �̂�0𝑗

 + �̂�1𝑗
𝑥1𝑡  

�̂�s =  
  β01 β02

 𝛽11 𝛽12
     =    

−0.0079 0.0007
1.1578 0.0291

 

                      and  𝜀𝑡𝑗 ~ N(0, σ2
𝑗)   

𝑦1 = -0.0079 β01 + 1.1578 𝛽11 + εt1 

𝑦2 = 0.0007 β02 + 0.0291 𝛽12 + εt2 

 

TABLE 3.3: Fitted coefficients of MSDR model  

 

 

 

 

 

 

(Regime 1): Residual standard eror: 0.1733466,  Multiple R-squared: 0.04552 

(Regime 2): Residual standard error: 0.01873117,  Multiple R-squared: 0.5365 

From the fitted coefficients in Table 3.3, the regime-specific model equations are as follows: 

Regime 1(low-variance regime) 

Change in Inflation = -0.0079 + 1.1578 × change in USD exchange rates + εt , εt ~ N(0, 0.1045) 

 

Regime 2(high-variance regime) 

Change in Inflation = 0.0007 + 0.0291 × change in USD exchange rates + εt , εt ~ N(0, 0.6407) 

 

𝛽 Estimate Std. Error P-Value 

𝛽0 (regime 1) -0.0079 0.0160 0.62145 

𝛽1 (regime1) 1.1578  0.5763 0.04454 

𝜎2 (regime 1) 0.1045 0.0901 0.24613 

𝛽0 (regime 2) 0.0007 0.0021 0.7389 

𝛽1 (regime 2) 0.0291 0.0492 0.5542 

𝜎2 (regime 2) 0.6407 0.0733 <2e-16 
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Utilizing these regression equations, the prediction of future values of the dependent variable is 

possible. The state-specific variance indicates that the residual errors of the model are distributed 

Normally around a zero mean and a variance that switches between two values depending on the 

presiding state of the underlying Markov process. 

 

The Markov state transition matrix P is: 

 P =    
0.9906 0.0094
0.0238 0.9762

         

From the transition probability results, when the inflation rate is in Regime 2, at time t, given that 

it was in Regime 1 at the previous time step(t-1), is 0.0094, which indicates a low chance of it 

happening, while that of moving from Regime 2 to 1 is 0.0238.  The loglikelihood estimate of the 

Markov switching dynamic model is 249.6585, and the AIC is -487.317.  

The regression diagnostics to check for the validity of the residual assumptions are shown in Figure 

3.6. The residual diagnostics plots of the Markov switching regression model show no 

autocorrelation as the residuals appear to be white noise and fit the Normal distribution. 

 

 

FIGURE 3.6:  Plot of residuals MSDR model diagnostics 
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3.4  Comparative Analysis of the Models 

The parameter estimates of the models used in the data analysis, with their standard errors 

and p-values, are presented in Table 3.4. The parameter estimation methods used for the 

models are; the method of least squares for the OLS regression model and maximum 

likelihood for the MSDR model. 

 

TABLE 3.4: Parameter estimates of the OLS and MSDR models 

 

 

 

 

 

 

 

 

 

 

 

4. DISCUSSION 

The parameter interpretation of the linear regression shows that for a 1-unit increase in USD 

exchange rate, the inflation rate increases by 1.1578 in Regime 1. While in Regime 2, a 1-unit 

increase in USD exchange rate shows an increase in inflation rate by 0.0291. The transition 

probabilities matrix shows high values at 𝑃11 and 𝑃22, meaning that the probability of remaining 

in a particular state once it transits to that state is very high. 

The significant measures and the goodness-of-fit statistics of the ordinary least squares regression 

model and the Markov switching dynamic regression model (regimes 1 and 2) show that MSM 

(regime 2) has the lowest residual standard error among the models. This statistic measures the 

standard deviation of the residuals in a regression model. The R-squared metric, which measures 

how effectively the model used for the analysis captures the dependent variable, shows that MSM 

(regime 2) has the highest value. Modern applications of time series analysis using convolutional 

neural networks, a non-linear generalization of autoregressive models or application of data stream 

Model  β Estimate Std.Error P-value R2 σ( RSE) 

OLS    0.0549 0.01786 0.1349 

 βconst.  -0.003995 0.009504 0.6747   

 βx 0.520168 0.269439 0.0549   

MSM(Reg.1)    0.0445 0.04552 0.17334 

 βconst. -0.0079 0.0160 0.62145   

 βx  1.1578  0.5763 0.04454   

MSM(Reg.2)    0.5542 0.5365 0.01873 

 βconst. 0.0007 0.0021 0.7389   

 βx 0.0291 0.0492 0.5542   
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analysis, a natural blend of practical time series analysis, and machine learning for further 

comparison.  

 

5. CONCLUSION 

 

The ordinary regression model and the Markov switching dynamic regression model were used to 

check for a correlation between monthly percentage inflation rates in Nigeria and the monthly 

USD exchange rates, and the p-values of both models indicate that the independent variable is 

statistically significant at a 95% confidence level. The variance-switching MSDR model was used 

to check for variability in the observed values of the dependent random variable (inflation rates) 

using the USD exchange rates as the explanatory regression variable. Because Markov switching 

models incorporate regime switching in the parameter space, the maximum likelihood estimation 

method is adequate to estimate the optimal values of the parameters across the states. 

 

The transition probabilities of the MSDR model show that when the inflation rate is in a high 

variance regime, the chances of switching to a low variance regime are 2.38%, and the chances of 

inflation rates moving from a low to a high variance regime are 0.94% of the time. Also, when the 

Markov state model is in a particular state, inflation rates persist longer in that regime before 

switching to another state. The results show that the hidden Markov portion of the MSDR model 

better explained the variability in the inflation rates using the USD exchange rates than the ordinary 

regression model. The estimates of the regression variable from the fitted models showing the 

extent to which exchange rates affect inflation rates give a more realistic value in MSDR than in 

OLS. Therefore, the Markov switching dynamic regression (regime 2) model, which represents 

the high-variance regime, explains the regression objectives more than the OLS regression model, 

as shown in the results. Consequently, it shows that when the Markov state model is in the high 

variance regime, Nigeria's economy shows a recession.  The results show that the regime-switching 

model outperformed the single regime model in capturing the properties of the data from the 

comparative analysis.  
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